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A B S T R A C T   

In recent years, with the continuous breakthrough of computer vision technology, the accuracy of 
object detection and target recognition has been improved by leaps and bounds. Face recognition 
is one of the important research directions in the field of computer vision, which is widely used in 
mobile payment, safe city, criminal investigation and other fields. Traditional face recognition 
methods need to extract face image features manually. The extracted features are greatly affected 
by subjective factors, and time-consuming and laborious. Deep learning is the most important 
technology in the field of computer vision at present. Compared with traditional face recognition 
methods, it can extract more essential features of face image without manual participation. In this 
paper, we build a face recognition system based on neural computing model and the principle of 
neural network. The experimental results show that the proposed method has high detection rate 
and short processing time.   

1. Introduction 

In 1950, Turing, the father of computer, put forward the idea of artificial intelligence in his paper. However, in recent years, with 
the deepening of the research on convolutional neural network, artificial intelligence has made a breakthrough. Compared with other 
biometric technologies (such as fingerprint recognition, speech recognition, iris recognition, etc.), face recognition technology has the 
advantages of non-invasive, strong interactivity, convenient and fast. Face recognition is a technology of identity recognition based on 
human face feature information. It analyzes the collected face image information by computer, extracts effective face feature infor
mation by certain feature extraction algorithm, and finally uses the extracted face feature information for identity recognition. Face 
recognition is a very important research direction in the field of pattern recognition and computer vision. Face recognition technology 
is widely used in mobile payment, safe city, criminal investigation, national defense security and other fields. It provides a safe, 
convenient and efficient solution for personal identity verification, and has a very broad application prospect and extremely important 
academic research value [1–4]. 
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The development of artificial neural network has experienced three important periods. The first stage is from 1940s to 1960s. 
Neuroscientist MC CULLOCH and mathematician Pitts proposed to use neural network computing model to judge different types of 
input, and began to apply neural network to the research of artificial intelligence. However, due to the limitations of neural network 
perceptron and the lack of computer computing power, the research of neural network stagnated. The second stage is from 1980s to 
1990s. Based on the experiment of cat’s vision system, Yoshihiko Fukushima of Kyoto University put forward the concept of cognitive 
machine and receptive field. In 1989, Professor Yann Lecun of New York University realized the first convolution neural network 
combined with the back propagation algorithm which can be used to train neural network. In 1998, Lecun introduced a convolutional 
neural network called Lenet for handwritten digit recognition, which has been successfully applied in the commercial field. The third 
stage is since 2006, Professor Hinton first proposed the deep belief network (DBN), which has been extended to many different neural 
networks, greatly improving the performance of the network model. At the same time, the concept of deep learning has been formally 
proposed and promoted. By 2012, in the ilsvrc competition, the top-5 recognition rate of the convolutional neural network Alexnet 
reached an amazing 15.3%, while the second place at that time was only 26.2%. So far, deep learning is out of control, ilsvrc is 
refreshed by deep learning every year [5–8]. Feature extraction methods based on facial feature points mainly include geometric and 
texture features. Reference [5] mentions that the facial features that can be extracted include geometric features and appearance 
features. Geometric features can represent the shape and position of facial components. Literature [9] also mentioned feature points. 
Because feature point recognition algorithms are relatively mature, it is more intuitive and effective to directly detect such features. 
Literature [4] uses local texture features, global geometric features and hybrid features to propose a three-layer facial expression image 
classification framework of local layer-global layer-hybrid layer. 

Most of the geometric feature vectors extracted from literatures are dominated by absolute distance, but the distance between 
feature points of different people may vary greatly, which has certain influence on the recognition. For example, in the surprise 
expression, different people have different degrees of opening their mouths, and the distance may vary greatly. According to the data, 
the distance is the absolute difference calculated by the pixels in the figure, and the range of variation may be relatively large. 
Compared with the commonly used biometrics for recognition, face recognition has become a hot technology in the field of identity 
recognition with its advantages of convenience, high intelligence, human-computer friendliness, security and stability, not suitable for 
forgery. With the increasing demand for security protection in various application fields, face recognition technology has undoubtedly 
a huge development prospect and market space. For traditional facial expression feature extraction methods, image preprocessing, 
such as eliminating the influence of light, face detection accuracy and face angle recovery, has a great impact on feature extraction. The 
existing methods will try to avoid the influence of light, angle and so on, and limit the environment of collecting data when collecting 
samples. The biggest difference with machine learning is that face recognition based on deep learning does not need artificial design 
features, but self-learning internal abstract features, which has high efficiency and universality. However, the neural network also has 
obvious defects: a large number of parameters, the lack of training resources and the computing power of CPU at that time lead to the 
inability to train the neural network with huge structure. Therefore, although the neural network was advanced in the assumption at 
that time, it did not perform well in the test effect, coupled with the difficulty of training, resulting in not being put into practical use. In 
essence, deep learning is very similar to human brain nerve in the way of solving problems. It abstracts and extracts features layer by 
layer through nonlinear model, which shows unprecedented advantages in expression ability and learning ability. As a classical 
research direction of artificial intelligence, face recognition has a deep foundation, but it has a great demand in performance and 
application. 

Deep learning is a sub field of machine learning. In recent years, deep learning has shown great advantages in computer vision, 
speech recognition, image semantic analysis, recommendation system and other fields. It is the most popular technology at present. In 
recent years, computer hardware, especially GPU technology, has been changing rapidly. Google, Cambrian and other companies have 
launched AI chips specially for in-depth learning. Using computers to carry out large-scale parallel computing is no longer out of reach, 
which is also the most critical factor for the rise of in-depth learning. Feature extraction is the most important part of the whole 
recognition system. Deep learning can automatically extract more essential features from massive data, so deep learning can be far 
ahead of any previous shallow learning method. However, deep learning is still a variant of neural network in essence [9–12]. The 
common models of deep learning include the automatic coder, the extension of the automatic coder, and the convolutional neural 
network, which is composed of multiple restricted Boltzmann machines. In-depth learning these models are hierarchical, have many 
parameters and large enough capacity, so they can better represent the data characteristics. In view of the difficulty of image and 
speech recognition, deep learning can achieve good results. In addition, deep learning can combine the classifier and features in one 
frame, and use the training samples to learn the network parameters directly. This advantage is that it can reduce the artificial design 
intervention, greatly reduce the workload and improve the recognition rate. According to the above analysis, this paper constructs a 
face recognition system based on effective computing model and neural network. 

The rest of the paper is organized as follows. In the Section 2, we introduce the neural computation and neural network basis. In the 
Section 3, we present the application of effective computing model in face recognition. In the Section 4, we discuss the experiment with 
the comarison analysis of the other state-of-the-art models. In the last section, we summarize the work and discuss the future work. 

2. The backgorund and theoretical basis 

2.1. Neural network structure 

Neural network simulates the neural structure of human brain in order to solve some complex problems, which is essentially the 
category of traditional machine learning algorithm. The nervous system of human brain is extremely complex, with 100 billion 
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neurons. Brain processing mechanism is to process information in a separate form through each neuron in turn. The artificial neural 
network imitates the neural mechanism of human brain and adds some "nodes" similar to neurons between the traditional computer 
instructions and outputs. When the data passes through these nodes in turn, it is calculated according to its specific coefficient. In a 
word, neural network can make the computer not only be a tool for calculation, but also have the learning ability of human like. 

In the 1960s, Frank Rosenblatt, a psychologist at Cornell Aerospace Laboratory, put forward the first "artificial neuron" model, 
called "perceptron". Perceptron is essentially a 0 / 1 classification algorithm, and neural network is derived from it. The structure of the 
perceptron is very similar to that of the human nerve cell 

output = f

(
∑n

i=1
wixi − b

)

(1) 

The perceptron model is shown in Fig. 1. 
The activation function also increases the expression ability in order to add nonlinear factors, which is equivalent to human cell 

body. The most common and common activation function in the early days was sigmoid. The expression of sigmoid function is as 
follows: 

f (x) =
1

e− x + 1
(2) 

As shown in Fig. 2, the sigmoid function image is monotonically increasing, with a value range of 0–1, which is symmetric about 
(0,1 / 2). Because the derivation is simple, it is suitable for back propagation. 

After the calculation of weight and bias, an output is generated by the neuron (activation function), which is similar to that the 
nerve endings feel the changes of various external environments, and finally the output is generated. 

Back propagation algorithm is the basic algorithm of neural network. In the back propagation algorithm, the optimal training 
parameters are obtained by reducing the error. The error formula is: 

Etotal =
∑ 1

2
(target − output)2 (3) 

As shown in Fig. 3, the error of the output layer propagates back to the hidden layer: 
The error can be transferred layer by layer through the weight matrix. Through the chain rule, the weight is updated by partial 

derivation of the corresponding weight with the overall error, as shown in Fig. 4: 
The hidden layer does not directly receive and send signals, that is, it is in a hidden state for the outside world. As shown in Fig. 5: 
From the development of neural network, we can see that the inspiration of neural network comes from neuroscience, and even 

sometimes the artificial neural network is used to help understand the brain mechanism. Therefore, many materials introducing neural 
network will appear the schematic diagram of biological neuron to help explain the principle behind neural network. And now, 
because we don’t have enough information about the brain, neuroscience has less influence on deep learning. Modern deep learning 
draws inspiration from many fields, especially applied mathematics, including probability theory, linear algebra and information 
theory. 

Two important reasons for the remarkable effect of deep neural network are the deep network model and the large scale of data, 
which lead to a large amount of computing resources consumed in its training. On the one hand, vectorization programming improves 
the operation speed of specific numerical calculation of a single CPU in the form of single instruction multi data stream programming. 
On the other hand, GPU uses its multicore architecture to parallelize vector operations. In addition, two distributed training methods, 
model parallelization and data parallelization, make the training of neural network not limited to a single machine. The large-scale 
distributed computing cluster further accelerates the training task of large-scale deep neural network by using the distributed stor
age and asynchronous parameter update mechanism of the model. At present, the mainstream deep learning framework supports the 
distributed training of network. 

2.2. Neuron model 

Neuron is the basic unit of neural network. Inspired by the information transmission mechanism in the biological nervous system, 

Fig. 1. Perceptron model diagram.  
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Fig. 2. Sigmoid function.  

Fig. 3. Back propagation process.  

Fig. 4. Weight update process.  

Fig. 5. Structure of feedforward neural network.  
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the earliest neuron model is proposed, as shown in Fig. 6 and Fig. 7. 
Among them, xi is the input of neurons, wi is the connection weight, b is the bias term of neurons, the function is a nonlinear 

activation function, and h is the output of neurons. Its function expression is: 

hw,b = f

(
∑n

i=1
Wixi + b

)

(4) 

Sigmoid function and tanh function are commonly used activation functions. The value range of the sigmoid function is (0, 1). Tanh 
function is a variation of sigmoid function, and its value range is (− 1, 1). 

Although fully connected network has advantages in classification, it is difficult to train because of too many parameters in modern 
large-resolution image. Human visual neurons sense local images rather than the whole. Finally, these neurons are combined in high 
latitude to obtain the perception of the whole image. This property is called image local connectivity. Inspired by the visual structure, 
in the neural network, each neuron only connects with the local area of the previous layer. This is equivalent to scanning the whole 
image with a local receptive field, and all neurons will be connected to a node in the next layer. This local connection mechanism can 
greatly reduce the number of network connections and weight parameters, and reduce the training difficulty. 

A good parameter initialization method can make convolution neural network converge faster and faster. The common initiali
zation methods of convolutional neural network are as follows:  

1 Constant initialization: each parameter is initialized with a fixed constant. The constants commonly used for initialization are 
generally small, usually 0. The constant initialization method is usually used for offset terms.  

2 Uniform distribution initialization: assume that the parameters are uniformly distributed in the interval [l, h], and then initialize 
the parameters. Xavier initialization method Xavier initialization method can make the output variance of each layer as equal as 
possible, so that the information in the network flows better.  

3 Gabor initialization: the method of Gabor initialization is based on the parameters of Gabor filter directly as the parameters of 
neural network, which is generally used in the first layer of the network. Because of its natural image filtering characteristics, it can 
fix parameters in many cases. It can reduce the training time and burden. 

2.3. Deep learning framework 

Deep learning framework, simply speaking, is the library of deep learning and the tool to help deep learning. A single component 
represents each layer of the network or deep learning algorithm. Users can build according to the network structure to get the model 
they need. The advantage of using deep learning framework is that you don’t have to write some components repeatedly. The model is 
equivalent to building blocks, which can be assembled directly, but different assembly methods, that is, different data sets depend on 
users. 

Industry has played a decisive role in the open-source of deep learning framework: tensorflow opened by Google, torch on 
Facebook, paddy on Baidu, CNTK on Microsoft, MXNet on Amazon’s AWS, and NL4J deep learning framework supporting Hadoop.  

1 Caffe is, in a sense, the first widely popular deep learning framework. In 2013, Jia Yanqing of the University of California, Berkeley 
completed the development of Caffe during his doctoral study and opened it all through GitHub. Caffe provides a good imple
mentation of CNN and a perfect Python and Matlab interface. It is simple to use, easy to expand the code, and fast to run. Therefore, 
after the open source, academia and industry are highly praised. Caffe has been used in a large number of papers. Today, Caffe is 
still the most mainstream framework in the field of deep learning, especially computer vision.  

2 Tensorflow is a new generation of open-source deep learning framework of Google. Its predecessor is distbelief. Tensorflow is 
written in Python and accelerated by the C / C + + engine. The name of tensorflow comes from its unique processing method: 
tensor (vector), which represents data, and the runtime uses the data flow graph (flow) as the basic unit to represent the calculation 

Fig. 6. Neuron model.  
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task. This unique processing method makes it very simple to build a network through tensorflow, and the development efficiency is 
very high. At the same time, tensorflow supports the most popular network structures in the field of deep learning, such as CNN in 
the field of image, RNN in the field of language and LSTM in the field of natural language processing.  

3 Torch is an open-source deep learning framework of Facebook. The underlying code is written in C / C ++, and the call interface of 
the middle layer is implemented in Lua language. In addition, pytorch, a Python based API, is also provided. Because Lua scripting 
language is easy to learn, it’s easy to get started with torch. Torch provides a large number of modular components to build neural 
network, which is also a neural network itself. Flexible architecture, easy to write new network layer, can easily realize person
alized algorithm based on modular components. Torch provides a large number of pre training models, which can be used in more 
complex applications.  

4 Mxnet is a popular deep learning framework, and has become Amazon’s AWS default deep learning engine for cloud services. 
Compared with other frameworks, mxnet has more convenient multi machine and multi card operation. Mxnet is easy to install and 
friendly for beginners. 

2.4. The application of confrontation generation network in face recognition (GAN) 

As early as 2014, people are very enthusiastic about the research of neural network technology. At the same time, some rational 
scientists think that the output judgment of neural network has a very high risk and the output has a very high instability. In order to 
get rid of this lie, they simply add some noise on the correct pictures judged by neural network. For human beings, they don’t detect the 
changes of images at all, but in neural network, they completely judge it as another object. At the same time, scientists claim that such 
highly deceptive images are not accidental, but can be mass produced, for example, through confrontation to generate networks. 

The principle of Gan: use the generator to generate a picture, and use the discriminator to judge whether the model generated by 
the generator is "real". If it is true, the image generated by the generator is almost the same as the real image; otherwise, the 

Fig. 7. Sigmoid function and tanh function.  

Fig. 8. The principle of antagonizing neural network training.  
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discriminator will judge that the image generated by the generator is not true. There is a "confrontation" relationship between the 
generator and the discriminator, and the confrontation is continuously strengthened with the increase of the picture library [13-16]. 

The training process of antagonizing neural network is shown in Fig. 8. It can be seen from Fig. 8 that the counter neural network 
trains two neural networks at the same time. The first neural network is a generator, whose input is generally the data generated by 
random distribution. The function of the generator is to generate false images, and then through the second neural network - 
discriminator, combined with the real images to distinguish the false images generated by the computer. The "real" scalar of false image 
is converted into probability by softmax function. If the probability is 0, it is false image, and the probability is 1, which means that the 
discriminator thinks the image is "real" and successfully "swindles" the discriminator. 

In 2015, Radford et al. Proposed a deep convolution antagonism neural network, which is different from Gans in that both the 
generation model G(z) and the discrimination model D(x) are implemented by a convolution neural network. In DCGANs, the 
generative model is shown in Fig. 9. 

When the size of the input image is too small, the generation model Gans is extended by interpolation between pixels through up 
sampling. When it is expanded to the set size and then convolution processing is carried out, the output size will be larger than the 
original size. 

The discriminant model D(x) is also a deep convolution network. The input of the discriminant model is the output of the generated 
model. After a series of convolution operations, the final output is 1 × 1, which is probability P. If the probability p is close to 1, the 
image feature generated by the generated model is quite close to the feature of the real image; otherwise, there is a certain difference 
between the image feature generated by the generated model and the feature of the real image. 

The judgment process of the discrimination model is shown in Fig. 10. 
Figs. 11 and 12 present the flows. 

3. The proposed methodology 

3.1. An effective calculation model based on bilinear 

Generally speaking, when implementing the Miller algorithm, the calculation efficiency can be improved from the following 
perspectives [17–20].  

(1) Basic arithmetic in the base and extension fields. Obviously, any method to accelerate the basic arithmetic of the finite field in 
the bottom layer can speed up the calculation of bilinear pairs. Under the condition of security, we should choose the smallest 
base field as much as possible, and choose the irreducible polynomials which are propitious to multiplication and inversion in 
the extended field to construct the extended field.  

(2) The base representation of prime number, which is beneficial to the operation of multiple points in elliptic curve group and the 
operation of multiple times of rational function assignment in Miller algorithm. For example, when calculating bilinear pairings 
in a hypersingular elliptic curve over a finite field characterized by 2 or 3, the prime number is represented by binary or ternary. 
In addition, the Hamming weight of R should be kept as small as possible. Obviously, the NaF representation of a number can 
reduce the addition of point addition and function assignment.  

(3) Point addition and multiple point operation in elliptic curve group. In the whole calculation process of bilinear pairs, multiple 
point operation is needed. Therefore, the effective multiple point formula can accelerate the bilinear calculation.  

(4) It can be seen from Miller algorithm that every cycle needs to calculate denominator and inverse. If the denominator value is in 
the extended domain and its inversion is quite complex, two intermediate variables F 1 and F 2 can be considered to replace one 
intermediate variable f until the last inversion.  

(5) The number of cycles in the Miller algorithm. The less the number of cycles, the faster the calculation speed.  
(6) The most direct acceleration idea is to use Frobenius mapping in finite field to accelerate the final power operation.  
(7) Coordinate system selection of elliptic curve. Generally speaking, the projective coordinate system is better than the affine 

coordinate system when the time-consuming ratio of inversion and multiplication in the base domain is greater than 16. For 
special elliptic curves, special projective coordinates can be constructed to accelerate the calculation of bilinear pairs. 

Fig. 9. Feature generation process of generation model.  
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3.2. System learning mode of face recognition 

The process of face recognition includes: image acquisition, face detection, feature extraction, face image recognition. 

Step one: face and face key point detection. Through the face detection algorithm, the face range and position are detected, and the 
face position coordinates and face key point coordinates are returned. In this paper, mtcnn based face and face key point detection 
algorithm is used to detect the location of face and face key point. 
Step 2: face alignment. Face alignment is to calibrate the eyes, nose tip and mouth corner (five points in total) to the same position, 
which is the preprocessing of face recognition. The key point coordinates obtained in the previous process are used for affine 
transformation to complete the normalization of the face image. 
The third step: face feature extraction. Through training the face feature extraction model based on deep learning, the face feature 
is extracted, which avoids the tedious feature selection by hand. In this paper, the feature extraction model based on Center loss is 
used to extract face features. 
Step four: face feature comparison. Feature comparison is carried out by calculating cosine distance of feature vector to determine 
whether it is the same person. 

This paper designs a face recognition system based on neural network. Its main functions are as follows:  

(1) It can recognize faces in real time and efficiently, that is to find matching faces from the background database. If matching, the 
recognition results and matching degree are given. The function of face registration can be used to add face data and labels to 
the background database.  

(2) Each module has high independence, the face detection module, the face preprocessing module and the face recognition module 
can be used separately, and the effect is good. 

(3) The open interface is designed for each module, which can be compiled into dynamic connection library and called indepen
dently, which provides convenience for later program migration. 

On the basis of ordinary camera recording image, the network camera encodes the video stream data according to the relevant 
protocol, uses the network transmission technology, and finally transmits the video image to the client. In order to achieve the purpose 
of real-time monitoring, a web-based operating system is also built in the computer. The client can access the camera according to the 
IP address assigned by the network camera, and can also use the relevant protocols to process and store the video data in real time. The 

Fig. 10. Feature generation process of generation model.  

Fig. 11. MTCNN algorithm flow-chart.  

Fig. 12. P-net network structure.  
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network camera that supports multi angle shooting can also send instructions to the camera from the far end through the network, 
control the pan tilt and camera to rotate, and realize multi angle and omni-directional monitoring. 

3.3. Face detection network: MTCNN 

Similar to the traditional V-J cascaded AdaBoost method, mtcnn (multi task convolutional neural networks) adopts the idea of three 
class convolutional neural network (cascade CNN). In the form of multi task, the algorithm structure from coarse to fine is realized. 
Compared with the traditional face detection algorithm and single network structure, the speed is faster, the cost is smaller, and the 
detection is more accurate. 

Data and processing: in order to solve the image scale invariance, the original image is scaled according to different scales, and the 
image pyramid is constructed as the input. The mtcnn consists of three network structures: p-net, R-Net and o-net. Through three 
cascaded networks in turn, boundary box regression and maximum suppression (NMS) are carried out, and finally the coordinates of 
face frame and face key points are obtained. The whole process is as follows: 

The main function of p-net is to quickly generate candidate windows through a shallow CNN. As shown in Fig. 9, the network 
structure belongs to the full convolution structure, that is, it does not contain the full connection layer. Full convolution structure 
realizes the full connection layer in traditional CNN in the form of convolution layer: convolution core is 1 × 1 convolution layer. The 
biggest advantage of full convolution network is that it can input any size of image. The fixed size has the following problems:  

(1) The selection of scale has certain subjectivity. For different targets, the most suitable size may be different.  
(2) For images with different size and aspect ratio, forced transformation of fixed size will lose image information [21–23].  
(3) The cropped image will destroy the integrity of the image, and the transformed image may lead to geometric deformation and 

distortion [24,25]. 

Full convolution network can improve the accuracy of face detection by accepting any scale of input. At the same time, it can reduce 
the problem of image size processing in training and testing. 

4. Experiment and analysis 

4.1. Experimental data analysis 

In this experiment, the 0.12 version of Tensorflow is used as the platform. The face database chooses CASIA-Webface database for 
training. The database contains a total of 10,575 categories and 494,414 pictures, the size of which is next to Facebook’s private 
database SCF. Some data of the database are shown in Fig. 13. Besides this, for the additional simulation, we verify the effectiveness of 
the algorithm in this article, the ORL face database and YALE face database were tested respectively. The ORL face database contains 
400 images of 40 people, 10 images per person, and the size of the image is 112 × 92. YALE people as the face library contains 165 
images of 15 people, 11 images for each person, the size of the image is 100 × 100. In order to avoid over-fitting, this experiment uses a 
five-fold cross-validation method. Each data set is randomly divided into five parts, four of which are used as training sets and the rest 
are used as test sets. This process was repeated five times, and the average of the five test results was used as the final recognition rate. 

The network uses the same initialization parameters: the weight attenuation coefficient is 5e-5, the center error coefficient is 1e-4, 
the learning rate is initially set to 0.1, and then the attenuation is one tenth of every certain number of iterations. The training network 
iterates 100 times on all samples. When the center loss function is used as the classifier, the test results of the network in LFW dataset 
are shown in Fig. 14: 

In the figure, the horizontal axis represents the number of iterations, the vertical axis represents the training accuracy of the depth 
neural network on the LFW database, and the final test accuracy of the network is 98.46%. When using the triple loss function as the 
classifier, the test performance of the network in LFW dataset is shown in Fig. 15: 

Fig. 16 shows the visualization results based on Lenna head image and some features of CaffeNet: 
It can be seen from the image that different convolution check source images extract different features, typical features can be 

roughly described as contour, texture and so on. With the deepening of the network, the information described by features is more 
abstract. 

In order to facilitate the experiment, based on Caffe, this paper uses the open-source visualization tool deep visualization toolbox to 
operate. Through simple configuration, the visualization tool can observe the hidden layer output of convolution neural network and 
the original feature map contrast after deconvolution. The visualization results are shown in Fig. 17. The green marked out portion is 
the center of the clustering model. The Fig. 18–20. show the experimental result. 

When the pose of the face changes, the system can detect the position of the face and mark it with the frame. The results are shown 
in the figure below. 

In the process of recognition, if the picture uploaded by the user does not contain the face and so on, the steps of face detection fail, 
and the background will prompt the user to upload again. If the detection is successful, the neural network is used to extract the feature 
and calculate the feature distance with the face image in the database. Because the picture uploaded by the user does not exist in the 
database, a threshold value of 0.33 is set for the feature distance at this time. If the feature distance between the image to be recognized 
and all categories in the database is greater than the threshold value, the user will be prompted that it cannot be recognized, otherwise, 
the category name with the minimum feature distance will be returned. The experimental results are shown in the figure below. 
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Fig. 13. CASIA-Webface dataset.  

Fig. 14. Center loss of LFW dataset.  

Fig. 15. Test precision of LFW dataset (triple loss).  

Fig. 16. Caffe visualization analysis results.  
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It can be seen that when there is no category corresponding to the face image uploaded by the user in the database, the feature 
distance calculated by the neural network is significantly greater than the threshold value. When there are face images uploaded by 
users in the database, neural network can effectively recognize the face categories in the images. 

5. Conclusion 

At present, deep learning plays an important role in the field of computer vision. Face recognition is one of the important research 
directions in the field of computer vision. The face recognition method based on deep learning has far exceeded the traditional method 
in recognition rate. In order to make computers think like people, machine learning develops a lot of image processing algorithms in 
the field of computer vision through feature extraction, which lays a solid theoretical foundation for the development of artificial 
intelligence. In this paper, the artificial neural network is briefly introduced, and some common activation functions and back 
propagation algorithms are described. Based on the above theory, this paper introduces the neural computing model and the counter 
neural network, and analyzes its application way. Face recognition based on deep learning does not need artificial design features, but 
self-learning internal abstract features, so deep learning method has high efficiency and universality. Based on this, this paper proposes 
a face recognition framework based on effective computation and counter neural network. The experimental results show that this 
method can effectively detect the face state. When the face pose changes, this method can also effectively recognize. In the future, we 
will test the proposed method on more data sets to validatethe robustness. 
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Fig. 17. Visual analysis results of neural network.  

Fig. 18. Face detection results when posture changes.  
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